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Workflow of Log-based Anomaly Detection

Log Collection Log Representation Pattern Learning Online Detection
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Log Representation: Log Index
00000100:00080000:0.0:1607448618.3
27577:0:2290:0:(recover.c:58:ptlrpc_init
iate_recovery()) lustre-OST0000_UUID: 
starting recovery

00000100:00080000:0.0:1607448618.3
27580:0:2290:0:(import.c:681:ptlrpc_co
nnect_import()) ffffa139cab87800 
lustre-OST0000_UUID: changing 
import state from DISCONN to 
CONNECTING

00000100:00080000:0.0:1607448618.3
27589:0:2290:0:(import.c:524:import_s
elect_connection()) 
lustre-OST0000-osc-MDT0000: 
connect to NID 10.0.0.8@tcp last 
attempt 4296114409
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PCA 
SOSP’09

DeepLog 
CCS’17

Invariant Mining 
ATC’10



Log Representation: Log Content
00000100:00080000:0.0:1607448618.3
27577:0:2290:0:(recover.c:58:ptlrpc_init
iate_recovery()) lustre-OST0000_UUID: 
starting recovery

00000100:00080000:0.0:1607448618.3
27580:0:2290:0:(import.c:681:ptlrpc_co
nnect_import()) ffffa139cab87800 
lustre-OST0000_UUID: changing 
import state from DISCONN to 
CONNECTING

00000100:00080000:0.0:1607448618.3
27589:0:2290:0:(import.c:524:import_s
elect_connection()) 
lustre-OST0000-osc-MDT0000: 
connect to NID 10.0.0.8@tcp last 
attempt 4296114409

LogAnomaly 
IJCAI’19

NeuralLog 
ASE’21
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Challenge 1: Index-based Unseen Log Issues
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Training Phase Testing Phase

0 3 6 1 5 4 2 1 1

session1 session2

0 3 4 1 5 7 8 2 1

session3 session4

Log index oversimplifies the representation of 
logs, missing important and valuable 

information.

In total 956 distinct log statements in the source code.
A dataset covers 29 unique runtime logs.



Challenge 2: Log Content is Insufficient
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The context of a log statement in the source 
code could be a strong feature in understanding 

the nature of the relevant logs

00000100:00080000:0.0:1607448618.327577:0:2290:0:(recover.c:58:ptlrpc_initiate_recovery()) 
lustre-OST0002-osc-MDT0000: Wrote last used FID: [0x100020000:0x316f:0x0], index 2: 0

Log Index

Log Level

Log Content

1

Log Context

INFO

Not Pure 
Natural 

Language
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Drill Overview
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Sentiment Feature Builder: Motivation
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Negative

Neutral

Positive



Sentiment Model TrainerRuntime 
Logs

No Labels

With Labels: Log Level

Labels may be biased

Sentiment Feature Builder: Design

With Labels

Labels are more 
generic15

Log Statements 
from Source Code

Log Statements from 
other systems’ 
Source Code



Context Feature Builder: Motivation
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rc = some_function();

if (rc) {
   log();
}



Context Feature Builder: Design

17

ReturnTypeI: check rc

MessageType: variable checking

ReturnTypeII : immediately return

ControlType: if
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Efficiency

Usability

Stability

Evaluation
Outline

• How is the performance of Drill on different systems?
• How is the performance of Drill on streaming analytics?

19

• How is the impact of sentiment feature?
• How is the impact of context feature?

Is Drill robust on partial training data?
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• How is the performance of Drill on different systems?
• How is the performance of Drill on streaming analytics?

20

• How is the impact of sentiment feature?
• How is the impact of context feature?

Is Drill robust on partial training data?



Impact of Sentiment Features

The volume of domain-specific data is not 
enough to finetune a workable language model
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Drill
Drill-Pretrained

LM
Drill-LogDomai

nLM
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Drill on Different Systems

Drill achieves the best performance among all the six 
approaches on F-measure, presenting its 

effectiveness.
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Conclusion and Future Work

● Conclusion:
○ We propose to use a storage system-specific sentiment language model and 

context-based feature extraction to detect the anomaly and show its effectiveness.
○ Our evaluations show Drill outperforms state-of-the-art approaches on two representative 

large-scale storage systems, HDFS and Lustre.

● Future Work:
○ Explore the possibility to consider more features besides the log statement description.
○ Apply more sophisticated language models, such as BERT for sentiment analysis.
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Github Repo
[Code] 
[Dataset]



Q&A
Thank you!
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Backup: Use ChatGPT to detect anomaly in log.
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Backup: Use ChatGPT to detect anomaly in log.
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Backup: Use ChatGPT to detect anomaly in log.
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Existing Work: Two Different Ways

Log Index Log Content

DeepLog 3 5 1

6

8

IM

…

3 3

1 1

2

# of 1 = 2
# of 2 = 1
# of 3 = 2
Invariant: 
# of 1 == # of 3

Search keyword, 
e.g., “error”, “exception”.
Compare synonyms and antonyms,
e.g., LogAnomaly
BERT-based language model.
e.g., NeuralLog

29



Sentiment Model TrainerRuntime 
Logs

No Labels

Log Statements 
from Source Code

With Labels: Log Level

Labels may be biased

Log Statements 
from other 

systems’ Source 
Code

Sentiment Feature Builder: Design

With Labels

Labels are more 
generic30


