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e Parallel file systems like Lustre contain complicated I/O paths || ® Adaptive. e Setup. Random, r/w, 8k : Sequential, rw, 16m
from clients to storage servers. Its efficiency is critical for perfor- - Work adaptively when workloads change. - [Experiment Platform] CloudLab [1] c220g5 machines: 1 MDS, 4 < > >
mance _Res t t h as I/O contenti . ' ’ l Tuned Performance
: ponse to runtime such as contentions. 0SS, and five compute nodes. : s Bl e
e [/0O path requires proper settings of multiple parameters. The de- || ® Online. - [Software] Lustre 2.12.5 file system. : - il
fault settings often fail to deliver optimal performance, especially - Adapt quickly when system status changes. - [Workloads] 20 different Filebench [2] workloads (see Table 1). B e aner S-St S '3“:13:1_? - +Qeiaett+P?ﬁErTEnf€ |
for diverse workloads in the HPC environment. - Change parameters without remounting. - [Execution Environment] Both single and multiple client(s). R : — N
e Existing tuning strategies are limited in terms of being adaptive, || ® Flexible. e Brief Results. JILLLLLEE 9% JLLEL. -;;Eﬁz;?f 2 ::;r;
timely, and flexible. - Tune parameters for multiple clients separately based on their - IOPathTune either improves or performs on par with slight degra- ! f | :
e We propose IOPathTune, which adaptively tunes PFS I/O Path on- own executions. dation over the default configurations in all standalone single-client : i
line from the client side. - Avoid relying on expensive probing, communication, or profiling. workload executions (see Table 1). mﬂx_PflgiS_PE r_rpc ': _;Jﬁ;i;.-}ﬁ LE
- IOPathTune gains improvements as high as 231%, 113%, 96% i NGRS oo g ot
. . . . . s 2 T e e S
3. IOPATHTUNE DESIGN AND IMPLEMENTATION for fivestreamwriternd, sequential, and whole-file read-write stan- 0 81 82 52 61 6 %0 97 o 89 % 5w %2 99 4 B % 57 % % 100101107 103 104
dalone workload executions (see Table 1). ' & ke
- IOPathTune adapts to the near-optimal parameter configurations E
Lustre Portal quickly upon workload changes (see Figure 4). : ; b
RPC Subsystem - JOPathTune maintains appropriate parameter configurations for max_rpcs_in_flight | : pawe P
T Dirty Page / "_',;"",'1'1';;';;;;;"I;;",Z;;"E\ QNHS multiple Clients. executing.differe.nt workloads (seg Tab}e 2). | ik D W ,1 bbd T o
Layers Cache | —7T /= ueue - [OPathTune, in comparison with default configuration achieves 0 81 82 83 84 85 85 87 6 6 % 91 2 93 94 95 % 9 9 99 100101 102 103 104
Application 4 A o ) L b (1 L) Storage 129% improvement and in comparison with CAPES [3] execution :
- - 1 M d+ . (o) ° °
s N i | | - { } : } —_— —EPE i BONIET achieves 89% improvement on the overall bandwidth of the cluster Figure 4: Dynamic Workload Change Execution
Request Cache | o || Formation [ | [ | Transfer ( ) Write D (see Table 2).
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\___Files Liistre | ] [ ° 1l l ° | 4| ——— Table 1: Single Client Standalone Workload Executions
\_ Objects ) Wi Pages Pages | Pages ) I/0O Request = 8KB I/O Request = 1MB I/0O Request = 16 MB
_— S : Workload 1/0 Tuned 1/0 Tuned I/0 Tuned
\ <=max_rpcs_in_flight / Name BW Change(%) | Configurations | BW Change(%) | Configurations | BW Change(%) | Configurations
Random Write 7.82 (32, 32) 22.97 (256, 4) 10.93 (1024, 4)
Figure 1: Lustre I/O Path Fivestream Random Write 64.46 (32, 16) 231.98 (8,1) 43.44 (8, 16)
Random Read-Write -7.46 (8, 4) 5.57 (256, 1) -2.91 (128, 16)
e What do we observe to tune? | Sequential Wr.ite | -4.39 (256, 4) -0.73 (256, 1) 7.56 (1024, 16)
- IOPathTune does not probe storage servers or other compute i F1vestream. Sequential erte -7.29 (256, 64) 3.75 (512, 128) -7.99 (1024, 64)
nodes. It solely depends on statistics collected by the PFS client li- | Sequential Read-Write 4.03 (1024, 64) 113.19 (1024, 16) 72.6 (1024, 16)
brary. Whole File Write 86.45 (32, 8)
e What do we tune for PES 1/0O Path? Any UO‘? No _ Whole File Read-Write 96.58 (8, 8)
- IOPathTune tunes two client-side OSC-level parameters: = . . . .
max_pages_per_rpc and max_rpcs_in_f£1light (see Figure 1). Table 2: Multiple Ch.ent Different Workload Execu’uons. |
e How often does IOPathTune work? Yes . Default Execution CAPES Execution IOPathTune Execution
- Tune every ten seconds and collects stat information snapshot in ' W;rkload (l\jlhent BWI(§\€I)B/ ) Zef “”ltt. BWZ\EI)B/ ) ﬁTunei . BWZ\EI)B/ ) ﬁT’mei .
the middle (see Fioure 2). ) Yes : ame ame S onfigurations S onfigurations S onfigurations
(see Figure 2) Yo ot ntion SoVgise Riovious Fivestream Random Write | nodel | 3854 (1024, 8) 237 (200, 108) 2627.9 (32, 32)
e How do we tune? Detected? Tuning Trend Random W 3o 5 T oW 5001 B
- Similar to TCP congestion control, the tuning action is either to ancgom r1te. node 9. (1024, 8) 01, (200, 108) 206.3 (128, 8)
continue or reverse previous actions (see Figure 3). NG Randor.n Read—Wnt.e node3 2127.6 (1024, 8) 4209.3 (200, 108) 3199.8 (512, 16)
- We multiply or to divide the parameter value by two each time. | Sequen‘a.al Read-Wn.te node4 639.2 (1024, 8) 630.8 (200, 108) 1134.6 (512, 128)
. e San et Whole File Read-Write nodeb 1682.3 (1024, 8) 784.3 (200, 108) 4135 (8, 2)
: of Observation (ObSWﬂ) Total MUlti'Client BW (MB/S) 4929.7 5962.8 11303.6
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\ . Follow Previous Tuning Trend
Action . Ation s We like to scale our algorithm to accommodate tuning more param-
Figure 3: Heuristic Algorithm Flowchart eters following this heuristic approach. We would also like to test it
out in real-world HPC facilities to observe how much improvement

the solution brings regarding I/O performance.
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Figure 2: Snapshot Collection




