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THE
PROBLEM

ITSELF



PREDICTING DOOMSDAY ON AN HPC SYSTEM

•MTBF is decreasing as HPC system component count increases

•MTBF = Mean time between failures; doomsday is happening 

more often as computation speed (throughput) increases and 
latency decreases

• Higher MTBF = higher fault rates = more wasted computation time & 
resources = more doomsday occurrences

• Something must be done to help fix this



PREDICTING DOOMSDAY ON AN HPC SYSTEM

• Doomsday = Node failure(s)

• Node failure = abnormal node shutdowns caused by some system anomaly 
triggered by software and/or hardware

• Some software issues cause hardware issues; vice versa

• Anomalous node failure = A node failing because of issue other than 
maintenance; normally, these are caused by hardware/software errors

• Shutting down, heartbeat failure/unresponsive, etc.

(CONT’D)



PREDICTING DOOMSDAY ON AN HPC SYSTEM
(CONT’D)

Source – Doomsday

Examples of log phrase and timestamp sequences leading to node failures



PREDICTING DOOMSDAY ON AN HPC SYSTEM

• Prediction is done using combination of natural language processing and 
semantic analysis on timestamped failure chains (DeSH speaks about 
semantic analysis; Doomsday doesn’t)

• Natural language processing = Log data contains phrases; these phrases have various 
meanings in different compute state contexts

• Semantic analysis = LSTM layers (consisting of RNNs) encode contextual (definitional) 

relationships between phrases; closer together in vector = higher correlation

• Timestamped failure chain = ordered combination of collated phrases 
(integrated document); pulled from log data (VERY IMPORTANT)

(CONT’D)



LOG DATA
&

WHY IT’S IMPORTANT



WHY LOG DATA?

•Vast amount of information available

•All* information is relevant
* All selected log information

* Physical environment info (SEDC logs) discarded

SEDC – System Environment Data Collection; temperature, voltage, etc.



WHY LOG DATA?
(CONT’D)

Source – Doomsday

Sources of most prevalent logs, and their content



WHY LOG DATA?

•Log information/structure is vendor-specific
•Cray is not the same as BlueGene/P

•Cray – Intel; BlueGene/P – IBM

•Log sources vary
•Cray logs are pulled from many different locations; 

BlueGene/P logs sources are dissimilar

(CONT’D)



Lustre – Parallel Distributed File System
MOM – Machine Oriented Mini-server; handles job scheduling & execution on server

SMW – System Management Workstation; server administrator access location

Source – Doomsday

High-level overview of Cray HPC system



Example Cray XT Console Log Data

Example Cray XT Netwatch Log Data

Netwatch – High-speed network traffic events



Example Cray XT Consumer Log Data

Example BlueGene/P RAS Log Data

RAS – Reliability, Accessibility, Serviceability; contains information about system and OS environment

Consumer – Log of all events on Cray Event Router



DOOMSDAY V.S. DESH

• From here, their log-data manipulation and integrated-document collation 
differ:

• Doomsday –

• Backwards pruning

• Timestamps are correlated during all of training

• Unknown phrases are virtually ignored

• DeSH –

• Phrase severity labeling

• Phrase vector data splitting (static/dynamic)

• Unknown phrases are lightly examined



• Unknown phrases
• Difficult to handle; their 

impact on node failures

are unknown

• e.g. correctable MCE –
occurrence is so uncommon, 
# of topics chosen should 
be ≥ 150 in order to 
prevent TBP from 
discarding it as non-salient

• DeSH does much more

(CONT’D)

Source – Doomsday

Examples of difficult phrases to correlate with node failures

DOOMSDAY V.S. DESH



DOOMSDAY
(THE FIRST PAPER)



DOOMSDAY’S
SOLUTION:

TBP
• TBP – Time-Based Phrases

• A phrase extraction 

scheme; phrase likelihood 
estimation pulled from 
continuous time-series 

data to find useful log 

phrases



DOOMSDAY’S SOLUTION: TBP (CONT’D)

• Data & timestamp correlation process

ALPS – Application-
Level Placement 

Scheduler; resource 
management 

software designed to 
work across multiple 

nodes running 
independent OS 

instances 



DOOMSDAY’S
SOLUTION:

TBP (CONT’D)
• Employs TOT – Topics over Time

• A NLP technique; identifies top N 

topics appearing in logs, then tracks 
how they change over time

• Uses Gibbs Sampling – MCMC 
(Monte-Carlo Markov-Chain) 
algorithm

• Obtains a sequence of 

observations from multivariate 

data – in this case, integrated log 
data

• Used when direct sampling is 
difficult



DOOMSDAY’S
SOLUTION:

TBP (CONT’D)
• TOT uses LDA

• LDA – Latent Dirichlet Allocation; 
unsupervised learning

• Three-level hierarchical Bayesian 

model

• K = # of topics

• Documents are represented as 
random mixtures over latent topics, 

where each topic is characterized by 
a distribution over words

• An algorithm for grouping words 
under topics and topics under 
documents [3, 4]



LATENT DIRICHLET ALLOCATION

Source – Medium



LATENT DIRICHLET ALLOCATION (CONT’D)

Source – Medium



DOOMSDAY’S 
PHRASE REDUCTION: 

BACK-PRUNING
• Increases prediction lead times

and performance

• Enacted when enough of the 
failure chain has been 
seen in the testing data
(≥ 50%)

• 20% pruning – ignore last 
20% of phrases; 
failure flagged

• 30% pruning – ignore last 
30% of phrases; 
failure flagged



DOOMSDAY’S TBP RESULTS



DOOMSDAY’S TBP RESULTS (CONT’D)

Prediction lead time 
increases as back-
pruning threshold 

increases

• 0.5 min – 0%   back-pruning
• 1.1 min – 20%   ``
• 1.6 min – 30%   ``
• 4.2 min – 40%   ``



DOOMSDAY’S TBP VARIOUS METRICS



DOOMSDAY’S TBP VARIOUS METRICS (CONT’D)



DESH
(THE SECOND PAPER)



DESH – THE
SOLUTION

• A stacked LSTM made up of multiple 
RNN layers

• Three phase training/testing scheme

• 1) Trains failure chains per node; 
concatenates all failure chains

• 2) trains delta-time/timestamps with 
failure chains per node; 
concatenates all failure chains

• 3) Tests entire LSTM model on each 
node



DESH – THE
SOLUTION (CONT’D)

• The same LSTM model is updated 
each time

• After training, model-encoded 
information includes

• Phrase inter-relational semantics
– observes phrase distributions 

across vectors as distance from 
one another (within vector)

• General proportions of 
safe/unknown/error phrase 
messages to expect in node failures

• Pertinent phrase information

contributing to node failures



DESH – THE
SOLUTION (CONT’D)

• LSTM structure & 
hyperparameters
• HL – hidden layers

• Steps - # of upcoming phrases 
to predict

• HS – history size; # of phrases 

to consider in testing data 
output before making 

prediction

• Each layer is an RNN – encodes 

short-term variations effectively



DESH – THE
SOLUTION (CONT’D)

• Static & dynamic phrase info

• Dynamic discarded; time-

dependent

• Static kept; time-

independent

• Three phase training/testing 
scheme



DESH’S RESULTS



DESH’S RESULTS (CONT’D)

Major point of trade-off:
False alarm rate

v.s.
Avg. lead time



DESH’S VARIOUS METRICS



DESH’S VARIOUS METRICS (CONT’D)

Major point of trade-off:
Computation time

v.s.
History Size &

# of steps



DESH – HANDLING UNKNOWN PHRASES



DESH – HANDLING UNKNOWN PHRASES (CONT’D)

• Example log phrase sequences; not failure chains
• Unknown phrases occur in both benign and failure chains

• Unknown phrases by themselves DO NOT contribute to node failures; 
unknown phrases in context to other phrases DO contribute to node 
failures



TRIGGERING
PROACTIVE/PREEMPTIVE

MEASURES



PROACTIVE MEASURES

• They include the following:

• Efficient (lazy) checkpointing

• There are studies being conducted to optimize checkpointing 

timing

• Node quarantining & process/job migration

• Can avoid 5 – 9% of node failures if nodes are quarantined

• Migration takes between 0.29 – 24.4 seconds on average

Depending on error:
Can be triggered 

between 20 seconds and 
2 minutes in advance



PROACTIVE MEASURES (CONT’D)

• They include the following (Cont’d):

• Root cause diagnosis (NOTE: extremely 

complex)

• Node cloning

• Saves on redundant executions

• Preemptive node examination

• Lowers MTTI

The key:

lower false
alarm rate

MTTI – Mean Time to Interrupt; how 
long on average it takes an 

application to finish executing or be 
interrupted



RELATED
WORK



Source – Doomsday

At time of 
Doomsday 

paper, this work 
was mostly the 
first of its kind; 
most (if not all) 
other papers 

addressed the 
same issues with 

variations in 
solution 

approaches

Neural Gas – an unsupervised neural network topology learning algorithm that finds general, multilabel data 
classifications from feature vectors; a generalization of k-means; can classify feature vectors within multiple 

labels



Source – DeSH



Source – DeSH

Both use stacked LSTM

Other solutions label & 
augment logs from 

source; DeSH does not



THE MODEL
ISN’T ACTUALLY

LEARNING ANYTHING



WHY IS NO TRUE LEARNING HAPPENING?

•Has no idea what any of the log phrases actually 
mean

•The log phrases actually do mean something; that’s 
not what the model is learning

•Only ‘memorizes’ (learns) what log event(s) to 
expect next from a given node



WHY IS NO TRUE LEARNING HAPPENING?

• Unable to diagnose actual node issue

• Can only flag a failure before it occurs and then trigger 
counteractive/preventative measures

• “system anomaly #/type ≥ threshold = impending node 
failure”

• This is all that the model really knows

(CONT’D)
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